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residual sum of squares, 102, 202
robust standard errors, see robust standard
errors
spurious regression, 407
standard error of slope coefficient, 135, 220
standard error of the regression, 105, 135,
206, 219
standardized coefficients, 347
t statistic, 146-147, 220
tests of statistical significance, 150, 224
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