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Solutions to Final Exam

1.(a) We have E[eb�] = E[� + (Z0AX)�1Z0Au] = � + (Z0AX)�1Z0AE[u] = �
using Z, A and nonstochastic and E[u] = 0.
And V[b�] = E[(b�� E[b�])(b��E[b�])0] = E[(Z0AX)�1Z0Au((Z0AX)�1Z0Au)0]
= (Z0AX)�1Z0A�AZ(X0AZ)�1:

(b) We have b� = (Z0AX)�1Z0A(X� + u) = � + (Z0AX)�1Z0Au: So
b� = � +

�
N�1Z0AX

��1
N�1Z0Au

p! � +
�
plimN�1Z0AX

��1
plimN�1Z0Au

p! �

assuming �rst plim is �nite non-zero and second is zero (which essentially requires E[ujZ] = 0).

(c) We have

p
N(b� � �) =

�
N�1Z0AX

��1 1p
N
Z0Au

d!
�
plimN�1Z0AX

��1 �N [0; B]
p! N

h
0;
�
plimN�1Z0AX

��1
B
�
plimN�1X0AZ

��1i
where it is assumed that relevant LLN and CLT can be applied, where

B = limV
�
1p
N
Z0Au

�
= limE

�
N�1Z0Auu0AZ

�
= limN�1Z0A�AZ:

(d) Given heteroskedastic errors the White approach can be applied so

plimN�1Z0ADiag[bu2i ]AZ = limN�1Z0A�AZ, where bui = yi � x0ib�;
and bV[b�] = (Z0AX)�1 Z0ADiag[bu2i ]AZ (X0AZ)

�1
:

(e) Given A is diagonal symmetric A1=2 = Diag[
p
aii] satis�es A1=2A1=2 = A, so

b� = [X0AX]�1X0Ay = [(X0A1=2)(A1=2X)]�1(X0A1=2)(A1=2y)

= [(A1=2X)0(A1=2X)]�1(A1=2X)0(A1=2y)

which is OLS of A1=2y on A1=2X, or OLS of
p
aiiyi on

p
aiixi.
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2.(a) Here

ln f(y) = 2 ln�+ ln y � �y and � = 2 exp(�x0�) and ln� = ln 2� x0�
) lnL(�) =

X
i
ln f(yi) =

X
i
f2 ln 2� 2x0i� + ln yi � 2 exp(�x0�)yig:

(b) Here

@ lnL(�)

@�
=

X
i
(�2xi + 2yi exp(�x0i�)xi)

=
X

i
2� fyi exp(�x0i�)� 1gxi rearranging

=
X

i
2� yi � exp(x

0
i�)

exp(x0i�)
xi multiplying by

exp(x0i�)

exp(x0i�)

(c) Essential condition is E[yijxi] = exp(x0i�0) as then E
h
yi�exp(x0i�)
exp(x0i�)

xi

i
= 0 at � = �0 so then

E
�
@ lnL(�)
@�

���
�0

�
= 0.

(d) For the MLE p
N(b� � �0) d! N [0;A�1

0 ]

where A0 = � limE
�
1
N
@2 lnL(�)
@�@�0

���
�0

�
where

@2 lnL(�)

@�@�0
=

X
i
�2yi exp(�x0i�)xix0i

E

"
@2 lnL(�)

@�@�0

����
�0

#
=

X
i
�2 exp(x0i�0) exp(�x0i�0)xix0i = �

X
i
2xix

0
i

so p
N(b� � �0) d! N

�
0;
�
lim 2N�1

X
i
xix

0
i

��1�
:

(e) Use Newton-Raphson

(b�s+1 � b�s) = �H�1
s gs =

�X
i
2yi exp(�x0ib�s)xix0i��1X

i
2
yi � exp(x0ib�s)
exp(x0i

b�s) xi

and can cancel the 2�s. Or can take expected value of the hessian and use

(b�s+1 � b�s) = ��E[H]jb�s��1 gs = �Xi
2yi exp(�x0ib�s)xix0i��1X

i
2
yi � exp(x0ib�s)
exp(x0i

b�s) xi:
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3. (a) Here uit is causing problems, so do instrumental variables of yit on xit with instruments
zit. Here zit should be uncorrelated with uit(and �i) and correlated with �i.

(b) Actually same solution as part (a). Or can �rst die¤erence to get rid of �i and then do IV.

(c) Estimation is based on E[zi(yi � �(x0i�))] = 0.
If just-identi�ed the estimator solves

P
i zi(yi � �(x0i�)) = 0.

If over-identi�ed GMM estimator minimizes [
P

i zi(yi � �(x0i�))]
0W [

P
i zi(yi � �(x0i�))].

(d) Density for ith observation is F1(x0i�1)
y1i � F2(x0i�2)y2i � F3(x0i�3)y3i :

Log-likelihood is
P

i[y1i lnF1(x
0
i�1) + y2i lnF2(x

0
i�2) + y3i lnF3(x

0
i�3)]:

(e) For nonlinear estimators the oprimal estimator has smallest asymptotic variance matrix among
all consistent estimators.

4.(a) For logit, sign of coe¢ cient gives sign of the marginal e¤ect.
Expect fairpoor down with increase in income; up with increase in age; up with increase in
chronic.
So the signs of the coe¢ cients are as expected.

(b) Yes. Individually at level 0:05 as p < 0:05 using either one-sided or two-sided test. And jointly
as overall Wald test (chi(2)) has p = 0:00.

(c) A $1,000 increase in income is a one-unit increase in income.
Using @ ln Pr[y = 1jx]=@x = �(x0�)(1��(x0�))� evaluated at �(x0�) = �y we have that probability
of fairpoor falls by :097� :903� :0236 = 0:0021.
Or use rule of thumb. Falls by 0:025� :0236 = 0:0059.
Or log-odds ratio falls by �:0236. Or odds-ratio is e�:0236 = 0:978 times that without income
change.

(d) Consistency requires that Pr[yi = 1jxi] = exp(x0i�)=[1 + exp(x0i�)].
E¢ ciency requires correct density. Here density for each observations is necessarily Bernoulli, but
we do additionally require independence over i for correct joint density of all observations.

(e) Di¤erence is in the standard errors. The robust se�s here are actually quite di¤erent for income,
increasing from 0:0029 to 0:0037, a more than 30% increase.

(f) The model �t of logit is better than probit as the log-likelihood is (�1249:3��1253:9) = 4:6
higher for logit. [This is a large di¤erence actually, as a likelihood ratio test with one degree of
freedom favors the more general model at level 0:05 if critical value is 3:84 or likelihood ratio
change exceeds 3:84=2 = 1:92.]
Also using the pseudo-R2 logit is favored as has higher pseudo-R2:
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