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Answers to Final Exam

1.(a) We have b� = (X0X)�1X0(X� + u) = � + (X0X)�1X0u. So

b� = � +
�
N�1X0X

��1
N�1X0u

p! � +
�
plimN�1X0X

��1
plimN�1X0u

p! � +A� 0 p! �:

(b) We have
p
N(b� � �) =

�
N�1X0X

��1
N�1=2X0u

d! � +
�
plimN�1X0X

��1 �N [0, B]
d! � +A�1 �N [0, B]
d! N [0, A�1BA�1]

(c) Use bA = N�1X0X and since B = limE[N�1X0uu0X] = limE[N�1PN
i=1 u

2
ixix

0
i] use bB =

N�1PN
i=1 bu2ixix0i. Then bA�1bBbA�1 = N(X0X)�1

PN
i=1 bu2ixix0i(X0X)�1:

(d) Now

b� = � +
�
N�1X0X

��1
N�1X0u

= � +
�
N�1X0X

��1
(N�1X0X� +N�1X0v)

p! � +
�
plimN�1X0X

��1
(plimN�1X0X� + plimN�1X0v

p! � +A� (0+A�1�)
p! � + �:

(e) Here R =
�
0 1 �1

�
and r = 0. Rb� � r = � 0 1 �1

� 24 13
5

35 = 3� 5 = �2:
RbV[b�]R0 =

�
0 1 �1

� 24 2 1 1
1 3 1
1 1 3

3524 0
1
�1

35 = � 0 2 �2
� 24 0

1
�1

35 = 4:
W= (Rb� � r)0(RbV[b�]R0)�1(Rb� � r) = (�2)(4)�1(�2) = 1 < �2:05(1) = 3:84:
Do not reject H0.
(Could instead use bV[b�2 � b�3] = bV[b�2]� 2dCov[b�2; b�2] + bV[b�3] = 3� 2� 1 + 3 = 4:)
(f) No. We would consider

p
N
PN

i=1 xiui. Lindeberg-Levy CLT requires xiui to be i.i.d. which is
not the case if xi is �xed. Instead xiui will have mean 0 and variance �2x2i so is not i.i.d.

2.(a) OUTPUT1 from OLS is preferred to OUTPUT2 (2SLS) if there is no endogeneity i.e. if
plimN�1PN

i=1 xiui = 0:

(b) Perform a Hausman test (preferably robust form) that compares the OLS coe¢ cients (OUT-
PUT1) to the 2SLS coe¢ cients (OUTPUT2) with 2SLS preferred if a big di¤erence.

(c) There is a big e¢ ciency loss in 2SLS compared to OLS due to the instruments firmsz and
multlc being weakly correlated with hi_empunion as clear from command correlate.
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(d) Greater e¢ ciency. �Optimal�GMM (OUTPUT3) is fully e¢ cient with heteroskedastic errors
whereas 2SLS (OUTPUT2) presumes homoskedastic errors.

(e) 2SLS: b�2SLS = (X0Z(Z0Z)�1Z0X)�1 �X0Z(Z0Z)�1Z0y.
Now consider the second set of output on the �nal page, which comes frommodel yit = �i+x0it�+uit
where yit is wage (the level of hourly wage) and xit is wks (annual weeks worked) and ed (years of
schooling).

(f) RE (OUTPUT5) preferred to OLS (OUTPUT4) if equicorrelated homoskedastic errors (impli-
cation of RE model) is a better model for the error correlation than independent homoskedastic.

(g) FE (OUTPUT6) is preferred to RE (OUTPUT5) if the individual e¤ect �i is correlated with
the regressors xit.

(h) The purpose of option vce(robust) is to allow for any error correlation or heteroskedasticity
even after inclusion of the �xed e¤ect �i.

3.(a) Here QN(�) = LN(�) where

LN(�) = 1
N

PN
i=1f��i=yi + 2 ln �i � 3 ln yi � ln 2g

=
PN

i=1f� exp(x0i�)=yi + 2x0i� � 3 ln yi � ln 2g:

(b) Then

@LN (�)
@�

=
PN

i=1 (�(exp(x0i�)=yi)xi + 2xi)

=
PN

i=1(
� exp(x0i�)

yi
+ 2)xi

(c) Here can use standard ML results that b� a� N [�; �(E[ @
2LN (�)
@�@�0

���
�0

])�1 ]:

@2LN (�)
@�@�0 =

@

@�

PN
i=1(

� exp(x0i�)
yi

+ 2)xi =
PN

i=1
� exp(x0i�)

yi
xix

0
i

E[ @
2LN (�)
@�@�0

���
�0

] =
PN

i=1 E[
� exp(x0i�0)

yi
xix

0
i] =

PN
i=1�2xix0i; since E[1=yi] = 2= exp(x0i�0)

So V[b�] = (PN
i=1 2xix

0
i)
�1:

(d) The estimator is consistent if E[� exp(x
0
i�)

yi
+ 2jxi] = 0 which is the case given E[1=yijxi] =

2= exp(x0i�0). NOTE: E[1=y] 6= 1=E[y]!!

(e) Newton Raphson

(b�s+1 � b�s) = �Hs
�1gs =

�PN
i=1

� exp(x0ib�
yi

xix
0
i

��1PN
i=1(

� exp(x0ib�)
yi

+ 2)xi:

Or could use method of scoring

(b�s+1 � b�s) = �E[Hs]
�1gs =

�PN
i=1 2xix

0
i

��1PN
i=1(

� exp(x0ib�)
yi

+ 2)xi:

(f) AMEj = 1
N

PN
i=1 @ exp(x

0
i�)=@xij =

1
N

PN
i=1 exp(x

0
i�)=@xij:
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4.(a) No. Unbiased as the average value from simulations 1:022277 is close to the d.g.p. value of
1:0 (and the 95% simulation interval of (:997, 1:047) include 1:0.

(b)The average of the standard errors is 0:362 which di¤ers somewhat from the simulation estimate
of 0:40636. So within 10%. Judgement call as to whether this is a problem. Perhaps some bias
(perhaps due to N = 50) but not bad.

(c) In theory it should be 0:05 given the simulation code. Perhaps expect a little more than 0:05
since from (b) the standard errors may be underestimated somewhat, leading to mild over-rejection.

(d) Just crank up the sample size

set obs 1000000
generate double x = rnormal(0,1)
generate mu = exp(-2 + 1*x)
generate double y = rpoisson(mu)
poisson y x

(e) Do a bootstrap.
400 times (for example) resample with replacement from the original sample and do Poisson
regression in each resample. This gives 400 b�0s. Then use the standard deviation of these 400 b�0s.
(f) Use Stata command ml method lf as in the assignment.

On this exam: Median 24.5 out of 30 and range 17.5 to 28.
I would give A for 26+; A- for 22.5+; B+ for 17.5+
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