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1. Introduction

1. Introduction

@ Maximum simulated likelihood (MSL)

» for models where the density involves an integral with no closed form
solution
> so replace the integral with a Monte Carlo integral.

@ Leading applications
» random parameter models
* random parameters multinomial logit
» random utility models
* multinomial probit.

@ These slides consider binary logit with a single random slope
> Prlyi = 11x;, By, Byl = A(By + Boixi), where Byi|By, 0 ~ N[ﬁQ,U%]
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Eiien logii: o using eamirend! ol
2. Binary logit model

@ Logit example: individual choice between two cars

» y =1 if electric and y = 0 if regular
» x is difference in price, difference in running cost per mile, ...

@ Binary logit model

- [ 1 with probability A(x}p)
Yi= 0 with probability 1 — A(x.B)

where )
eXi

Prlyi = 1[xi, B] = A(xiB) = 1+ eh
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iy logii: (HILE
Binary logit MLE

@ We can write the density (probability mass function) as

F(lxi. B) = A(X(B)" (1= A(XiB)' .

@ The MLE maximizes

InL = YN, Inf(yi|x;, B)
Y In{AXB)" (1 — A(XiB)) ™}

@ Some algebra yields the first-order conditions:

YV (yi — exp(xiB)) = 0.
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Binary logit example
2. Binary logit example

@ Generated data example: logit with intercept plus single regressor

Prly; = 1{xi. By, Ba] = A(By + Byxi)
x; ~ NJ[0,2?]

o Logit model can be generated as
» yj = 1if y* > 0 where y;' = x/B + uj where u; ~ logistic
> inverse transformation: logistic cdf F(w) = e" (14 e")
so setting u = e% (14 e") gives w = Inu—In(1—u)
o Generate data as follows

set obs 1000
set seed 10101
gen u = runiform()
gen ulogistic = In(u) - In(1-u) // draw logistic
gen x = rnormal(0,2)

geny = 1 + 1*x + ulogistic > 0
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PINETLEVAG Command logit

Command logit

@ Resulting estimates are close to f; = 1 and 3, = 1.

.Osummarize

oooovariable |00000000bsO0000000Mean0000Std.0Dev.0000000Min00000000Max
00000000000u |00000010000000.51503320000.2934123000.0002845000.9993234
000ulogistic |00000010000000.069081600001.9092760008.1643630007.297794
00000000000x |00000010000000.028942400001.9861890006.3803090008.817685
0oo0ooopooo0y |000000100000000000.65800000.4746170000000000000000000001

.0*0LogitOmlOusingDlogiticommand
.07ogitOy0x,0noTlog

LogisticOregressioni000000000000000000000000000000Numberiofiobsinn= 0000001000
00000000000000000000000000000000000000000000000000LROchi2(1)000000= 0000405.18
00000000000000000000000000000000000000000000000000Prob0>0chi200000= 00000.0000
LogO1likelihood0o= 0439.7650700000000000000000000000Pseudo0R20000000= 00000.3154

gooooooooony

noooo00Coef.n00Std. DErr. 000000z0000P>|z|00000[95%0Conf.0Interval]

0oooooooooox
goooood_cons

000.9595388000.0643544000014.910000.00000000.833406500001.085671
000.9972033000.0909484000010.960000.00000000.818947600001.175459
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Command

2. Binary logit Command ml

ml using user-written program

o Program 1flogit defines the logit log-likelihood

» 1nf is the first argument and is the output - the log-density for
observation i

» thetal is the second argument and is the input - xfﬁ
$M1_y1 is a global macro for y; (it was not passed as a parameter).

.0*0MLOprogrami1flogititodbencalledibylicommandim]lomethodolf
.Oprogramilflogit

ool.
oo2.
0o3.
oo4.
oos.
0o6.

nooargstlnfothetaloooooooooooooo//0thetal=x"b,0Tnf=1nf(y)
000tempvarOpl0000000000000000000//0will0definedpitoomakelprogramimoredread
Do0localoyn"$ML_yl"0000000000000//0Definelydsodprogramimorelreadable
pjoogenerateOdoublen p'oo0=0exp( thetal')/(1l+exp( thetal'))
pooquietlydoreplacen Inf'0=0"y'*In(C p')0+0(10 y")*Tn(10 p")

Oend
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2. Binary logit Command ml

Command ml

@ Tell command ml the program and data to be used

> then maximize gives same results as logit

.0*0CommandOmlOmodelUincludingodefininglyonandix
- om1 omode 107 £1F10g1 t0 (yo=0x)

.Omlomaximize

initial:0on00007ogolikelihoodi= 0693.14718
alternative:0007log0likelihoodd= 0645.07698
rescale:0000000Tog0Tikelihoodi= 0645.07698
Iterationf0:0007og0likelihoodl= 0645.07698
Iteration0l:0007og0likelihoodl= 0447.21448
Iteration02:0007og0likelihoodl= 0439.79195
Iteration03:0007og0likelihoodl= 0439.76507
IterationO4:0007og0likelihoodi= 0439.76507

00000000000000000000000000000000000000000000000000Numberiofiobs000= 0000001000
00000000000000000000000000000000000000000000000000waldochi2(1)0000= 0000222.31
LogOlikelihoodO= 0439.7650700000000000000000000000Prob0>0chi200000= 00000.0000

00000000000y |000000Coef.000Std. OErr.00000020000P>|z|00000[95%0Conf. 0Interval]

00000000000 |000.9595388000.0643544000014.910000.00000000.833406500001.085671
0000000_cons |000.9972033000.0909484000010.960000.00000000.818947700001.175459
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PRI ETSALT( Variation:

Variation

@ For MSL below we need to treat intercept and slope differently.
And we need to explicitly compute the density f(y)
And then take the log of this.

.0*0ThedofollowingOprogramiisialvariation
.0*0thatowillobedextendeddtoOrandomiparametersibinaryilogit
.0*0bl0and0b20arelseparatedparameters,alternativeiwaylitoldefiniinf,Dorbustise's
.Oprogrami1flogitnew
0o0l.000args0Infoblob200000000//010is0interceptiandib20isislope
0o2.000tempvaropof

003.000TocalOyd"$ML_y1"
004.000gen0doublel p'O0=0exp( " bl'0+0 b2')0/0(10+0exp( bl'0+0 b2'))
005.000quietlydgeneratel f'o=0"p'0ifo’y'==
006.000quietlydreplacen f'o0=01000 p'0ifo y'==0
0o7.000quietlydoreplacen Inf'o=0In( ")

0o8.0end
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PRI ETSALT( Variation:

Variation (continued)

@ Same results, except here have robust standard errors.

.0m10mode101f01f1ogitnewd (bl:0y0=0)0(b2:0x,0nocons),0vce(robust)

.O0m10initolol,

.Oml0maximize

copy

initial:oooo000loglpseudolikelihoodi= 0439.98552
rescale:00000007Tog0pseudolikelihoodl= 0439.98552
rescaleleq:00007Tog0pseudolikelihoodi= 0439.98552
Iteration00:0007oglpseudolikelihoodi= 0439.9855200(notlconcave)
Iterationnl:0007logOpseudolikelihoodi= 0439.95868
Iteration02:0007ogUpseudolikelihoodl= 0439.9227500(notlconcave)
Iteration03:0007oglpseudolikelihoodi= 0439.77938
Iteration04:0001ogOpseudolikelihoodi= 0439.7673800(notlconcave)
Iteration05:0007og0pseudolikelihoodi= 0439.76617
Iteration06:0007og0pseudolikelihoodi= 00439.7651
Iteration07:0007og0pseudolikelihoodi= 0439.76507

00000000000000000000000000000000000000000000000000Numbertofiobson0= 0000001000

waldichi2(0)oooo=

LogOpseudolikelihoodl= 0439.7650700000000000000000ProbO>0chi200000=

000000000000000RObuUst

00000000000y |Do00000Coef.n00Std.OErr.000000Z0000P>|z|00000[95%0Conf.0Interval]
bl
0000000_cons |0000.997117000.2032026000004.910000.00000000.598847300001.395387
b2
00000000000x |000.95947350000.305078000003.150000.00200000.361531600001.557415
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ERNEDCTNINETEINERTENTEYALT{I8 Random parameters binary logit model

Random parameters binary logit

@ Introduce a random slope parameter 3, that is normally distributed

Prlyi = 1|xi, By, Boi] = A(By + Boixi)
BailBy o2~ N[By, 03],

e Then B,; = B, + w; where w; ~ N[0, 03] so can rewrite as

Priyi = 1x;, B, wil  A(By + (B, + wi)xi)
W,"(Tg ~ N[O,U%].

@ Then the density

F(yilxi, By, By, wi)
= ABy+ (By +wi)x)”[L= ABy + (B +wi)xi)]

@ We do not observe w; — it needs to be integrated out.
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Stz Gl isgEien
Monte Carlo integration

@ We do not observe w; — need to integrate it out
f(yilxi, Byr By 02)
= /A(ﬁl + (By + wi)xi) V' [1 = A(By + (By + wi)xi)]' g (wiloz)a

where g(w;|o2) is the N[0, 03] density.
@ There is no closed form solution.
@ So use Monte Carlo integration:

?<yi‘xirﬁlyﬁ2,0'2)
1 s .
= gzs:l f(yilxi, By, By, Wi( ))

= X At (Bt w )L A+ (B )]

S
where W,.( ), s=1,..,S are S draws from N[0, 03].
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RINGED TN IDETEN ST TEA T8N Maximum simulated likelihood

Maximum simulated likelihood

@ The maximum simulated likelihood estimator maximizes

InL(By, By, 02)
= le'vzl In?(y,-|x,-, B By 02)

1 S .
= Xl (§ ;5:1 A(By + (By +w)xi)

x[1—A(By + (B, + Wi(S))Xi)]l_yi> '

@ To implement in Stata

Generate data to test program

Generate uniform draws that are held constant throughout

write a program 1flogitmsl that calculates Inf(y;|x;, B1, By 02)
call this program from m1 maximize

vV Vv VY
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SINED TN IDETETN EETENTETYAIT:A8  Generate data with random coefficient

Generate data with random coefficient
e Parameters f; =1, B, =1, 0p, = 1.

.0*0GenerateltheldatannoPr[y=1]0=0LAMDA(10+0(1+e)*x)
.Oclearnall

.0set0obs01000
numbertdofiobservationsi(_N)0Owasd0,0now0l,000

.OsetOseed010101

.0gendud=0runiform()
.0gendulogisticO=0Tn(u)000Tn(10u)
.0genOx0=0rnormal(0,2)
.0genbed=0rnormal(0,1)
.0gen0y0=010+0(1+e)*x0+0ulogistici>00
.Osummarize

pgooovariable |000000000bs00000000Mean0000Std.O0Dev.0000000Min00000000Max

00000000000u |0000001,0000000.51503320000.2934123000.0002845000.9993234
000ulogistic |0000001,0000000.069081600001.9092760008.1643630007.297794
00000000000x |0000001,0000000.028942400001.9861890006.3803090008.817685
00000000000e |0000001,0000000.044222400001.0114930003.0429910003.463489
00000000000y |0000001,00000000000.6750000.46860920000000000000000008001
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4. Random parameters logit by ml command Generate uniform draws

4. Random parameters logit by ml command

@ We code up this random parameters logit example using m1 command.
@ The inverse transformation method is used for normal draws

> they are from the same underlying uniform draws
> but vary with each iteration as sd (03) changes.

@ To avoid chatter we will use the same underlying random uniform
draws.

.0*0Createnl1000draws0(S=100)0fromitheduniformiforieachiobservationd(n=1000)

.0*0TheseOwill0beduseditodiniturnigetidrawsOfromithelnormalidistribution
.OsetOseed010101

.0forvaluesnin=01/1000{

002.0000genddraws i ' 0=0runiform()
oo3.o0000%
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4. Random parameters logit by ml command Program for log simulated density

Program for log simulated density

@ The following code builds up the log-density for one observation

.0*0ProgramitoicalculatedthellogldensitydusingiMontedCarlolintegration
.Oprogramd1flogitms]

ool.
no2.
oo3.
oo4.
oos.
0o6.
oo7z.
oo8.

oooargs0Infoblob201In_sdoooooon//0ifousedsditheniproblemsiifisdo<i0
pootempvaropOdsim_fosim_avef

ooolocaloyn"$mL_y1l"

pjoolocalosdo=0exp( In_sd')0n000//0convertibackitolsd

pgooquiogend sim_avef'0=00

000setOseed010101

pooforvaluesddo=01/10004

poooogentdoubled p'O=0exp( bl'0+0 b2'0+0 sd'*invnormal(draws d')*x)0///

>000000000000000000/0(C10+0exp( b1l'0+0 b2'0+0 sd'*invnormal(draws d')*x))

0oo9.
010.
011,
012.
013.
014.
015.

jooooquinogend sim_f'0=0"p'0if0y'==1

pooooquibreplaced sim_f'0=01000 p'0if0 y'==
0ooooquilreplaced sim_avef'0=0"sim_avef'0+0 sim_f'/100
poooodropo p'o sim_f'

noooo}

poonoquioreplaced Inf'o=01n( sim_avef')

Oend
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4. Random parameters logit by ml command nl maximize

ml maximize

.0*ONowOcalculateOtheOmaximumdsimulatedilikelihoodOestimator

.Om10modeT101f01flogitms10(b1l:0y0=0)0(b2:0x,0nocons)0(In_sd:),0vce(robust)
.0m10init010100, 0copy
.Oml0Omaximize,d0difficult

initial:00000007TogOpseudolikelihoodl=
rescale:0000000TogOpseudolikelihoodl=
rescaleleq:0000TogOpseudolikelihoodi=
IterationdO:0007TogOpseudolikelihoodi=
Iterationdl:0007og0pseudolikelihoodi=
Iterationd2:0007TogOpseudolikelihoodi=
IterationOd3:0007ogOpseudolikelihoodi=
Iterationd4:0007logOpseudolikelihoodi=
Iteration0d5:0007ogOpseudolikelihoodi=
Iteration06:000TogOpseudolikelihoodl=
IterationOd7:0007og0pseudolikelihoodi=
Iterationn8:0007TogOpseudolikelihoodi=
Iteration09:0007ogOpseudolikelihoodi=
Iteration0l0:007TogOpseudolikelihoodl=
Iterationdll:007ogOpseudolikelihoodi=
Iterationdl2:007log0pseudolikelihoodi=
IterationOdl3:007og0pseudolikelihoodi=
Iterationdl4:007log0pseudolikelihoodi=
Iteration0dl5:007og0pseudolikelihoodi=
Iteration0l6:007TogOpseudolikelihoodl=

© A. Colin Cameron Univ. of Calif. - Davis Maximum Simulated Likelihood

0508.
0508.
0508.
.3538800(notOconcave)
0506.
0506.
0506.
0506.
.4255200(notOconcave)
0506.
0506.
0506.
0506.
0506.
0506.
0506.
0506.
0506.
0506.
0506.

0508

0506

35388
35388
35388

6852800 (notlconcave)
4640600 (notdconcave)
4404100 (notOconcave)
4267400(notdconcave)

4247200(notdconcave)
4240900 (notOconcave)
4237600(notdconcave)
42318

4230100(notdconcave)
4227400(notlconcave)
4225200(notdconcave)
4215900(notlconcave)
4215200(notdconcave)
42143

42142
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4. Random parameters logit by ml command MSL results using ml method

MSL results using ml method
o B, =117, B, = 1.08, G5, = 0.99.

000000000000000000000000000000000000000000000000Numbertofiobsin000= 000001,000

waldochi2(0)00oooo=

LogOpseudolikelihoodl= 0506.42142000000000000000ProbO>0chi20000000=

0ooooooooooy

000000000000000RoObusE
oooooocoef.000Std.OErr. 000000z0000P>|2z|00000[95%0Conf.0Interval]

bl
0oooooo—cons

0001.167195000.0805441000014.490000.000000001.00933200001.325059

b2
00000000000X

0001.078637000.0174516000061.810000.000000001.04443200001.112841

Tn_sd
oopoooo_cons

000.01408860000.090079000000.160000.87600000.19064020000.1624631

:D*DAnchonvertDbacthoDsdD:Dexp(1n_sd)
.Onlcomiexp(_b[1n_sd:_cons])

_nl_1:

exp(_b[In_sd:_cons])

gooooooooooy

nooonocoef.000Std. 0Err.000000Z0000P>|z|00000[95%0Conf.0Interval]

0oooooo_nl_1

000.9860102000.0888188000011.100000.00000000.811928500001.160092
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4. Random Parameters Binary Logit by mixlogit

@ Can instead use user-written addon mixlogit

@ This requires converting data to a data set with one line for each
alternative

> similar format to that used by command clogit

.0*0Datalbeforedconversion

.01ist0y0x0in01l/5,0clean
yOoooooooooox

ool. 100001.250699

0o2. 10000.5777278

oo3. 10000.6484848

oo4. 100002.355787

oos. 000004.182492

.0*ONowlconvertitoldatasetiwithidatadforieachlalternative
.0gen0ido=0_n

.0gen0x10=00
.Orename0dx0x2
.Orenamely0y2
.0gen0yl0=01000y2

.OreshapellongOy0x,0i(id)oj(alt)
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4. Random Parameters Binary Logit by mixlogit

@ We now have two lines per initial observation

» x1; = 0 and xp; = x; so the difference (xo; — x1;) = X;

.0*0SeeOwhatDexpandedidatansetilooksOTike

.Osumbidoaltoyox

pgooovariable

000000000bs00000000Meand000Std.0Dev.0000000Min00000000Max

ooooooooooid
gooooooooalt
gooooooooooy
0oooooooooox

.01ist0idoaltoyox0in01/10,0cTean

ool.
no2.
oo3.
oo4.
oos.
0oé.
oo7.
oos.
0o9.
010.
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id000alt000y0000000oooox
0lo000010000000000000000
01000002000100001.250699
020000010000000000000000
0200000200010000.5777278
030000010000000000000000
0300000200010000.6484848
040000010000000000000000
04000002000100002.355787
050000010001000000000000
05000002000000004.182492
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0000002,0000000000500.50000288.74720000000000100000001000
0000002,0000000000001.500000.5001250000000000100000000002
0000002,0000000000000.500000.5001250000000000000000000001
0000002,0000000.023009500001.44753300008.238250005.230002
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L e 5 e i
MSL results using mixlogit

@ This uses Hammersley draws as default so no need for seed.
o B, =1.217, B, = 1.15, 5, = 1.10.

.0*0ONowOdoOmixTogitOwhichiohasOsimilaricommandistructuredtoiclogit
.OmixlogitOynd2,0group(id)orand(x)Onrep(50)

Iteration00:00
Iterationnl:0on
Iteration02:00
IterationOd3:00
Iterationd4:00
Iteration05:00

0log0likelihoodO= 0515.
.46436

OlogOlikelihoodo= 0512

0log01likelihoodO= 0506.
0logOlikelihoodn= 0505.
0logOlikelihoodn= 0505.
0logOlikelihoodn= 0505.

5770100 (notOconcave)

04964
59651
59248
59248

MixedOlogitOmodel0000000000000000000000000000000Numbertofiobsionog= 000002,000
000000000000000000000000000000000000000000000000LROchi2(1)00000000= 0000021.33
LogOTikelihoodO= 0505.59248000000000000000000000Prob0>0chi20000000= 00000.0000

oooooooooooy

gooooocoef.ooostd.OErr.

000000z0000P>|z|00000[95%0Conf.0Interval]

Mean
0ooooooooond2
00000000000x

00001.20621000.1379183000008.750000.000000000.93589500001.476525
0001.154487000.1973392000005.850000.00000000.767708900001.541265

SD
ooooooooooox

0001.101759000.2976895000003.700000.00000000.518298100001.685219

TheOsignoofiothelestimatedistandardideviationsOisdirrelevant:0interpretithemias

beingipositive
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5. Random Parameter Logit by Stata 15 asmixlogit

@ Stata 15 introduced a command for the mix logit model

» this uses Hammersley draws as default so no need for seed.
o B, =120, B, =115, G, = 1.10.

.0*0asmixlogitOhasOsimilardcommandistructuredtolasclogit
.Dasmixlogitly,Ocase(id)0alternatives(alt)drandom(x)Onolog

AlternativeOspecificimixedilogit0i00000000000000Numbertofiobsn00000= 000002,000
CaseOvariable: id000000000000000000000000000000Numbertoficasesnnnn= 000001,000

Alternativelvariable: alt00o0o0000000000000000000ATtsOperdicase:imind= 0000000002
avgO= 00000002.0
max0= 0000000002

Integrationisequence: HammersTey
Integrationipoints: 0000000000000500000000000000waldiochi2(1)0000= 0000034.42
LogOsimulatedolikelihoodd= 00506.0984 Prob0>0chi200000= 00000.0000

00000000000y |000000Coef.000Std. DErr.000000Z0000P>|2Z|00000[95%0Conf. 0Interval]

alt
00000000000x [0001.147312000.1955518000005.870000.00000000.764037100001.530586

Normal
00000000sd(x) |0001.0988320000.2967850000000000000000000000.647186300001.865665

1
0000000_cons |0001.200806000.1367982000008.780000.000000001.4689250000.9326863

2 00(basedalternative)

LROtestOvs.OfixedOparameters: chibar2(01)0= 00020.3200Prob0>=0chibar20= 0.0000
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Comparison

Comparison

d.g.p. values: B, =1, B, =1, op, = 1.

ml code: B, = 1.17, B, = 1.08, G5, = 0.99. InL = —506.4
mixlogit: B, = 1.21, B, = 1.15, G5, = 1.10. InL = —505.6
asmixlogit: B; = 1.20, B, = 1.15, §, = 1.10. InL = —506.1

Results will get closer as N increases and number of draws or
evaluation points increases.
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6. Random Parameters Binary Logit in General

6. Random Parameters Binary Logit in General

@ The previous example had just one regressor. Now generalize.

@ Random parameters allow different individuals even with same x; to
respond differently (big in marketing studies)

Binary logit but replace B with B. ~ N[B, Z] with density ¢(B;|B,%)

Prlys = 1. B] = A,) = & /(1 - X))

i

Conditional on B; density (or p.m.f.) of y; is

f(yilxi, ,3,) = A(X§ﬁi)yi(1 - A(X:‘ﬁi))l_y"

Unconditional analysis requires integrate out f; :

Flyilxi, B.E) = [+ [ AXB;) (1= AXiB) (BB, Z)dB,;
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6. Random Parameters Binary Logit in General

Random parameters binary logit (continued)
e Compute f(y;|x;, B, L) by Monte Carlo integration

Flyilxi, B.E) = LT3 AKB) (1 — A(XBLE)))

> uses s draws ﬁgs), s=1,..,5 from ¢(B;|B. L)
» note: at ri round of gradient method draw is from ¢(B;|8", Z")
@ The ML estimator for binary outcome model maximizes

InL(B,Z) = Ly Inf(yilxi, B.Z).
@ The simulated maximum likelihood (SML) estimator maximizes
nL(B.E) = LiInf(yilxi.B.E)
= £ (325 AGET)Y (- AT )
= Tilyinpi+ (1-y)In(1 =B} B = § T AKB)

@ Especially popular for multinomial data

> then random parameters logit overcomes independence of irrelevant

alternatives limitation o ar cond nal logit.
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7. MSL in general

@ Problem: MLE (with independent data over /) maximizes
InL(6) = =y In f(yi[x;, ).
> but f(y;|x;, 8) does not have a closed form solution.

> eg. f(yilx;,0) = [ g(yilx;, 01, a)h(x|62)da =2

@ Solution: Maximum simulated likelihood (MSL) estimator maximizes

InL(6) = LM, Inf(y|x;, 0)

» 7(yi|x;, 0) is a simulated approxn. to f(y;|x;, 8) based on S draws
> eg fyi|x,0) = %Zleg(y,-|x,-,9,oc(s)), «19) are draws from h(«).
@ MSLE consistent with the usual MLE asymptotic distribution if

> ?() is an unbiased simulator and satisfies other conditions given below
» S—o00, N—ocoand V/N/S —0 whge S is number of simulations.
> note that many draws S (to compute f(+)) are required.
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7. MSL in General MSL details

MSL details

@ Assumed properties of the simulator:
» 7(-) is an unbiased simulator with: E[f (y;|x;, 8)] = f(yi|x;, 8)
» f(-) is differentiable in 8 (or smooth simulator) so gradient methods

can be used
> the underlying draws to compute f(+) are unchanged so no "chatter".

@ MSL needs S — co because simulator is nonetheless biased for In f(-)
EF() =f() # Enf()]#mf().

@ Variation: Method of simulated (MSM) estimator instead works with
moment conditions that allow an unbiased simulator
» 0 is a method of moments estimator that solves Z,N:l m(y;|x;,0) = 0.
» Assume unbiased simulator such that E[m(y;|x;, 8)] = m(y;|x;, 0)
» The MSM solves Y, m(y;|x;, 0) =0
* Consistent even for small S, though there is then efficiency loss.

* When m(-) is the frequency simulator V[Bysm] = (1 + %)V[EMSL]-
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8. References

8. Some References

@ The general principles of MSL are covered in
» CT(2005) MMA chapter 13.
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