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Introduction

Introduction

@ These slides give an introductory summary and data application of
treatment effects estimation

» for a binary treatment.

@ The methods give a causal estimate after suitable use of control
variables

> this may be done to balance an unbalanced RCT
» or to control for self-selection into treatment

* then we additionally need to make the nontestable assumption of
selection-on-observables-only (or unconfoundedness).

@ The methods allow different (heterogeneous) treatment effects for
different individuals

» so compute an average treatment effect
> using a framework called the potential outcomes model.
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Introduction

@ Separately the Stata file treat.do implements these methods

» using dataset mus224ohiesmallrecode.dta

@ The data are from chapter 24.8 of A. Colin Cameron and Pravin K.
Trivedi (2022), Microeconometrics using Stata, Second edition,
Volume 2

» chapter 24 details the methods, the data and the application.

@ The data source is NBER: The Oregon health insurance experiment -
Data. Public use data archive
https://www.nber.org/research /data/oregon-health-insurance-
experiment-data.

o For analysis see Katherine Baicker, S. L. Taubman, H. L. Allen, M.
Bernstein, J. H. Gruber, J. P. Newhouse, E. C. Schneider, B. J.
Wright, A. M. Zaslavsky, and A. N. Finkelstein (2013), “The Oregon
experiment - Effects of Medicaid on clinical outcomes,” New England
Journal of Medicine, 368, pages 1713-1722.
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Outline
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@ Potential outcomes
© Observational data and unconfoundedness assumption
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@ Inverse-probability weighting
©® Doubly-robust
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© Data example: Oregon health experiment

@ Results
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Potential Outcomes

Potential Outcomes Model

@ Potential outcomes model or Rubin causal model
» standard framework that is used.

Consider a binary treatment D

» D; =1 for individual i if treated
» D; = 0 if individual i is not treated (a control).

There are two potential outcomes for Y;
> Yli if D,' =1 and Yo,' if D,' =0.
Interest lies in estimating the treatment affect y; = Y1,— Yo,

> note that <y; can vary across individuals (heterogeneous effect)
> we cannot estimate <y; as we only observe one of Y7; and Yj;

* so restrict attention to more aggregated measures.

The average treatment effect (ATE) in the population is
> ATE= E[v;] = E[Y1i — Yoil.

The average treatment effect on the treated (ATET) is
> ATET= E[v;|D; = 1] = E[(Y1i — Y0i)|Di = 1].
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Potential Outcomes

Randomized control trial

e A random controlled trial (RCT) is an experiment where randomly
assign people to treatment and control.
> then estimate ATE (and ATET) by the difference in means
> ATE = y1; — Joi-
@ Note that this can be mechanically computed using OLS
» ATE = % from OLS in the model y; = & + vd; + u;

> but it is still the case that <; varies across individuals
> 7 is the average over the individuals.

@ An RCT may not perfectly randomize and may be unbalanced

» covariates (that determine in part the outcome) may systematically
differ between control and treated individuals

> so use methods (detailed below) to control for the difference in
covariates.
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Obervational data and unconfoundeness assumption

Observational data

@ RCT's are difficult to run in economics due to high cost and/or
ethical reasons.

> so we rely on observational data where individuals select into treatment

o With observational data individuals may additionally differ on
unobservables (model errors) that determine in part self-selection into
treatment or nontreatment.

@ A stereotypical example is returns to training where self-select into
training
> y; = By + vd; + u; where d; is a binary indicator for training
@ People choose to get training, so we expect that those with higher
(unobserved) expected benefits to training will select training

> then E[u,-|d,- = 1] > E[U,’|d,' = 0] SO E[u,-|d,-] # 0 and OLS is
inconsistent.
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Obervational data and unconfoundeness assumption

Observational data (continued)

@ Again use methods that control for the difference in covariates

> but now need to assume that these also control for unobservables that
determine in part selection into treatment
* nontestable crucial assumption called selection-on-observables only, or
unconfoundedness, or ignorable selection.
@ In summary, the same adjustment methods (detailed below) may be
used for RCTs and for observational data.
@ But in the latter case we need to assume that the adjustments also
control for unobservables that determine self-selection into treatment.
@ When this assumption is not reasonable to make we need to use other
methods (if possible) including instrumental variables, differences in
differences, regression discontinuity design and synthetic control.
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Obervational data and unconfoundeness assumption

Unconfoundedness assumption

@ Also called selection-on-observables only, or unconfoundedness.

@ After controlling for other variables, selection in to treatment can be
viewed as if treatment was randomly assigned.

@ Define

> yo and y; are potential outcomes
> d is treatment
» X are control variables

@ The unconfoundedness assumption is that conditional on x, the
treatment assignment d and the potential outcomes yy and y; are
independent

> this rules out, for example that people with high y; — yg are more likely

to receive treatment compared to those with low y; — yg
» formally this is denoted (yp,y1 L x)|d.
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WEEEEE  Control function

Method 0: Control function

@ A simple control function approach adds controls
» ATE = 7y from OLS of y; = By + vdi + Boxoj + - - + ByXki + uj.

@ For consistent estimation of v we need to assume d; and u;
uncorrelated once the controls are added.

@ The subsequent methods are preferred richer methods.
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WEEEEE  Control function

Method 1: Regression Adjustment

@ The regression adjustment estimator runs separate regressions for the
treated and untreated

» and estimates ATE by the difference in predicted means.

@ 1. Regress y; on intercept and xy;j, ..., xk; for d;i = 1 only observations
Compute %27:1 y1i where y1; = x!B; is resulting prediction for
observations with d; = 0 and with d; = 1.

@ 2. Regress y; on intercept and xyj, ..., xk; for d;i = 0 only observations
Compute %Z,’-’:l Yoi where y; = X}, is resulting prediction for
observations with d; = 0 and with d; = 1.

1

— l—n _ noo~
ATE = ; Zi:l Yii — ;Zi:l Yoi-
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e pratieliliy ceging
Method 2: Inverse-probability weighting (IPW)

@ Inverse-probability weighting uses weighted averages of the outcome.
@ We use a model such as a logit model to estimate the propensity
score, the predicted probability of treatment
> B = Prid; = 1|(xp, ..o xk)]-
@ The higher is p; the larger the treatment effect is likely to be

> so if person is treated (d; = 1) we should downweight their outcome y;
> inverse-probability weighting uses y;/p; for those with d; =1
» and for similar reasons use 1/(1 — p;) if untreated (d; = 0).

—  lwn diyy l1en (1—dp)y;
ATE = — E L — = E L
n =1 /Fsi n i=1 1 _’p\l.

@ Propensity score overlap requires that 0 < p; < 1 so that for each
value of p; there are both treated and untreated observations.

A. Colin Cameron Univ. of California, Davis treatment effects November 2024 12 / 33



Lol e
Method 3: Doubly-robust estimator

@ The regression adjustment estimator that gives y;; and ¥, requires
correct specification of the regression model.

@ The IPW regression adjustment model that gives p; requires correct
specification of the propensity score model.

@ The doubly-robust estimator or augmented IPW estimator

» combines regression adjustment and inverse-propensity score estimation
» for consistency requires correct specification of just one of the
regression model and the propensity score model.

1

1 N ) (Vi—F0)  ~
ATE = —27:1 (% —}/1/') - EE?:l (% _VOi) :
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etz
Method 4: Matching

@ Matching compares each treated individual to a similar (on x's)
untreated individual

> ideally we match on exactly the same x’s but with many x's and/or
continuous x's this is not possible.

@ Nearest neighbor matching compares y; for each treated individual to
the average y; of the k untreated individuals (e.g. k = 10) whose
values of xy, ..., x, are closest to those for the treated observation

» several different measures of closeness have been proposed.

@ Propensity score matching instead compares outcomes with those
with similar probability of treatment

» where B = Pr[d; = 1|(xo;, ..., x4j)] is a prediction from e.g. a logit
model.
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Regressor balance check

@ In the simplest RCT, regressors are independent of the outcome.

@ With observational data this is no longer the case, so we ideally
rebalance so that the covariates for treatment and control are similar.

e For a single variable let z; and 2z (and s and s%,) denote means
(and variances) for treated and untreated individuals.

@ Two measures of the difference across treatment groups are

» standardized difference: (2 — 20)//(s2; + 5%,)/2
> variance ratio: 531/530.
@ For methods that use weights that are the inverse of the propensity

scores we want

» weighted means to be similar for treated and untreated
weighted variances to be similar for treated and untreated
weighted standardized difference to be close to 0
weighted variance ratio to be close to 1.

v Vv

@ Qualitatively similar balance measures can be constructed for
nearest-neighbors matching.

A. Colin Cameron Univ. of California, Davis treatment effects November 2024 15 / 33



Example: The Oregon Health Insurance Experiment

@ Oregon expanded access to Medicaid, its health insurance program for
low income people.

o It did so through a lottery.

> 90,000 people registered for the lottery
> the lottery occurred in eight waves over six months
» 35,000 people were selected.

@ We compare the out-of-pocket (OOP) expenditures of those who won
the lottery with those who entered the lottery and did not win

» for those who filled out a subsequent mail questionnaire.
@ Note that not all lottery winners subsequently entered Medicaid

» formally we are estimating intention to treat.
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Example: The Oregon Health Insurance Experiment

Data summary

@ Although the state randomly sampled from individuals on the list, the
entire household of any selected individual was considered selected
and eligible to apply.

> so selected (treatment) individuals are disproportionately drawn from
larger households.

@ Additionally for the sample at hand, winning the lottery varied with
the time of the lottery and the survey.

@ So even though this is an RCT we should control for household size
and time of lottery.

@ Additionally, to possibly improve estimator efficiency, we control for
some individual characteristics

» smoker, household income, education and employment.
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Example: The Oregon Health Insurance Experiment

Variables: Outcome, treatment and individual controls

VariableB@label

OutBofBpocketBcosts
(cost_tot_oop_mod_12m)

lottery Selected@inB@thellottery
household_id ScrambledBhouseholdBidentifier
dsmoke CurrentlyBlsmokeBcigsB(smk_curr_12m)
hhinc Household@incomeRasB%BofEfederal
povertyBlineB(hhinc_pctfpl_12m)
deduc2 HSBdiplomaBorBGEDE(edu_12m_2)
deduc3 VocBorB2yrdegreel(edu_12m_3)
deduc4 FourBlyearBdegreel(edu_12m_4)
demploy2 WorkB<R20Bhrs/wk@(employ_hrs_12m_2)
demploy3 Work®20-29@hrs/wk
(employ_hrs_12m_3)
demploy4 Work®@30+Bhrs/wk@(employ_hrs_12m_4)
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Example: The Oregon Health Insurance Experiment

Summary statistics: Outcome, treatment and individual

controls

.BglobalBxlistBdsmokeBhhincBideduc2Bdeduc4Bdemploy2@demploy4

.BsummarizeBoopBlottery@$xlist

BEERVariable

FPPRRRERObSERRRRREEMeanBRERES td . Bdeyv . BRRRREEMinERREERBREMaxX

LIRIRIRIRIRIRIPIoop

B lottery

BRRERE22, 679EREE269 . 006 33.0821RERERRREORERRRER9 400

@22,6790E 4972001

BEREREdsmoke

BERERE22, 154E6EE2 . 26266

BEREREERhhinc

BERERE20 , 4783

BEERRERdeduc2 |BERERER21,98 498271 5 ARRRRRREREEORRRRRERRRRL
PEERERdeduc3 414565 3EERREEREEEOR
BREEERdeducd |BERERER21,98 1. 317575EEEERREEEEQRE!

2,411F 287907 1FRRRRRRREROR

2,41 299941 20RRRIRRRREROR
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Example: The Oregon Health Insurance Experiment

Variables: Lottery controls

BREENamek

ERtypeRPRREformatEEERlabelBRRERREREVariabledlabel

dhhsize2 BEbyteRRRRE%8

dhhsize3
dlotdraw2
dlotdraw3
dlotdraw4
dlotdraw5
dlotdrawé
dlotdraw?7
dlotdraw8
dsurvdraw2
dsurvdraw3
dsurvdraw4
dsurvdraw5
dsurvdrawé
dsurvdraw?
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.0g
.0g
.og
.0g
.0g
.0g
.og
.0g
.0g
.0g
.og
.0g
.0g
.0g
BbyteRRRE%S8 .

og

treatment effects

2BinBhhE(dddnumhh_1i_2)

3@inBhh@(dddnumhh_1i_3)

draw_lottery==2B(111ldraw_lot_2)
draw_lottery==3@(11l1ldraw_lot_3)
draw_lottery==48(111draw_lot_4)
draw_lottery==50(111ldraw_lot_5)
draw_lottery==6B(111ldraw_lot_6)
draw_lottery==78(11l1ldraw_lot_7)
draw_lottery==88(11l1ldraw_lot_8)
draw_survey= (ddddraw_sur_2)
draw_survey==3@(ddddraw_sur_3)
draw_survey==4F(ddddraw_sur_4)
draw_survey==5@(ddddraw_sur_5)
draw_survey==6R(ddddraw_sur_6)
draw_survey==7B(ddddraw_sur_7)
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Summary statistics: : Lottery controls

.BglobalRzlistBdhhsize2Bdhhsize3Rdlotdraw*Bdsurvdraw*

.BsummarizeR®$z1istBREE//BHouseholdBsizeBandBlotteryBandRsurveyBdraws

PRREObsERRRREREMeanBERRRES td . Bdev . BERREEEMiNnEERRRRREMa X

4566392RRRRREEEEEOERRRRRRRRE L
050071 3REEEEEERREOBRE
3066002ERREERRERORERREERRRER1
1028705R2EE . 3037964FREEREREERORRRERRRERE1
1014595ERRE . 3019429 RRERRERRORERRERRERE 1

B[EkE

2960325RERRRRRERRORRRERERRRE L
398118 1FEREERREREQRRRRREE
395002 7FREREEEQRERE
299364722EERRREEROERRRRERERERL

315966 6ERERRRERREORERRRERRER1

BEdsurvdraw2

3162368REREREREREORRARERRREL
347448 8ERREREARERORREARERRER1
8. 3484 5RREEEEERERORERERERREERRL
4032524FRFFREERERORERERERERER1
37846640RREREARERNORRRARERRER1L

dsurvdraw3
dsurvdraw4
dsurvdraw5
FRdsurvdrawé
dsurvdraw?
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Results: Difference in means

@ Throughout use standard errors that cluster on household.
@ Simple differences in means is OLS with no controls.
@ The ATE for out-of-pocket spending is -$45

> this is 17% of the sample mean of $269
> and is highly statistically significant (p = 0.000).

.BregressBoopllottery,Bvce(clusterBhousehold_id)Bnoheader
PRRERRERRERRERRRRRRERR (Std. Berr . BadjustedBfor 20,148k clusters@in household_id)

PRobust
PAFERREERRoop |ECoefficientE@std.Berr.ARRERRtERREP> |t |BEEER[ 95%Fconf.Binterval]

BRR44 .66267RERE9 . 921594RERES . SOREREO . 000ERRERRN64 . 1098ERRE25.21553
BERE291.21250RE7 . 12092 1FFRER40 . 90REIR0 . 000RERRR277 . 2549BFRR305.1701

~
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Results: Control function

@ Results change little with controls

Diff_clu: no controls

zlist: Lottery controls

xlist: Individual controls

Both: Lottery controls and individual controls.

Yy VY VY

Variable |EDiff_cluBBREz1istRERRRREEX1istEERRERERBoth

PEERRlottery |BE44.6627 [E40.9243 [R45.7420 [(EE40.1693
BRE9.9216 [(R10.1302 [E10.6484 [RF10.8169

r2

ERERRRERRRRERRRRR R R R R AR R R R R R RRRRRRRRE L egend :Bb/ se
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Results: Regression adjustment
e ATE is —$40 (compared to —$45 difference in means)

.B*BPRegressionBadjustedBATEBusingB$zlistBandB$xlist
.BteffectsBral($yB$xlist@$z1listR)B(lottery),Bnologlvce(clusterBhousehold_id)

TreatmentBeffectsBestimationEEEEEEEREREREREERREEEENUumberBofEobs
Estimato regression@adjustment
Outcomelmode linear

TreatmentBmodel

PERERERE (Std.Berr.Badjusted®for 17,348Bclusters®in household_id)

BERRRRRRRERERRERERObUS t
BCoefficientBEstd.Berr. IREREEZEREEP> | z | BEEER[ 95%Bconf.Binterval]

lottery
(Selected

BIEE40 . 44588RRER10 . 9457 9C [[118.99252

13 . 70REE0 . 000RERRE61 . 89924

. Q0ORRRRERE277 . 06REREN307 . 2188

BNotBselected

A. Colin Cameron Univ. of California, Davis treatment effects November 2024 24 /33



Results: Inverse-probability weighting

@ Separate analysis shows that the $x1ist are well balanced but the
$zlist are not

> so use just the $z1list variables as regressors for the propensity score.

@ ATE is —$40 (compared to —$45 difference in means)

.P*PIPWEATERUsingB$zlist
.BteffectsBipwl($y)B(lotteryB$zlist),Bnologlvce(clusterBhousehold_id)

TreatmentBeffectsBestimationEREEREREEREEEEEREREENUumberBofEobsEERERE= BRER22,679
Estimator inversellprobabilityBweights

OutcomeBmodel weightedBmean

TreatmentBmodel:Blogit

(Std.Berr.BadjustedBfor 20,148EclustersBin household_id)

Robust

95%Bconf.Binterval]

lottery
BEER(Selected
BEvs
NotBselected) BEE39.56951EE:10.12338ERREE3 . 91REES . 000RERERES9 . 41098RHAE19 . 72804

A. Colin Cameron Univ. of California, Davis treatment effects November 2024 25 /33



Results: Doubly-robust augmented IPW

o ATE is —$39 (compared to —$45 difference in means)

.B*EDoublyBrobustRaugmentedRIPW

effectsPaipwB($yR$xlist)B(lotteryR$zlist),BaequationsBnologh///
BRlvce(clusterBhousehold_id)

TreatmentBeffectsBestimationBERRERE
Estimator ugmentedRIPW
OutcomeBmode inearBbyEML
TreatmentBmodel:Blogit

6] PREERREEERREERREEE (Std . Berr . Badjusted@for 17,348BclustersBin household_id)

ZENumberiofiobs

? obust
PEEEEEEREEHoop |ECoefficient@lstd.Perr.BRREERZEREEP> | z | ERERE] 95%Bconf.Binterval]

ATE

el Blvs
NotBselected) BER38.66964ERE10.79616Ek
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Results: Propensity score matching

@ ATE is —$49 (compared to —$45 difference in means)

.B*BPropensityBscoreBmatchingBusignB$zlist
.BteffectsBpsmatchB($y)B(lotteryB$zlist)

TreatmentBeffectskestimationBERRRERREERRERREREEREENUmMbe rEofEobsH
Estimato propensityBscoreBmatching Matches:Brequestedd
OutcomeBmodelBR: BmatchingRERERERERREEEEEREREREREERRRRRERERERERMLNE=
TreatmentBmodel:Blogit

B PAIBrobust
BCoefficientPEEstd.Berr.IEEEEEzERREP> | z | EEEER[ 95%Econf.Binterval]

lottery
(Selected

6.53251BRRR21.33749
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Results: Nearest-neighbor matching
o ATE is —$49 (compared to —$45 difference in means)

earestBneighbor@matching

. xactBmatchBonBhouseholdBsizeBeither@lEora>RE1
.B*BMatchBonBmahalanobisBdistanceBforBtheBremaininglvariables
.Bgenerateldhhbigl=Adhhsize2B+Bdhhsize3

.BteffectsBnnmatchB($yB$wave)B(lottery),Bematch(dhhbig)Bmetric(mahalanobis)

TreatmentBeffectsBestimationBEEEERRERERERRREEEENumbe rBofEobsER
Estimato nearest@neighbor@matching Matches:Brequested
Outcomelmodelll: EmatchingfERREREERRERRRRERRRRRRERRRERERRRERRREEMLnE=

DistanceBmetric: Mahalanobis max

AIBrobust
BCoefficientBlstd.Berr. IRREERNZREREEP> | z | BEERE[ 95%Bconf . Binterval]

PRlottery
(Selected

13 . 52FREO . 000RRERE7S5 . 80629RERMN21. 57168

elected) BIEE48 . 68898RRER13 . 83561
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Check: Regressor balance

@ The number of weighted and unweighted observations are similar.
.BquilbteffectsBipwl($y)B(lottery@$zlist),Bnologlvce(clusterBhousehold_id)
.Btebalance@summarize

CovariateBbalanceBsummary

PERERERERERawEEEEEWeighted

NumberBofRobsk= BE22,679ERRRE22,679.0
TreatedBobsBERE= 111,276BRERR11,151.4
ControlBobskRE=CRR 711,403C 211,527.6

@ More statistics are given on the next slide

@ Aside: if we add $x1ist it shows that the raw data are already well
balanced, so no need to include them in the propensity score model.
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Regressor balance (continued)

@ The weighted data are well balanced

» whereas the unweighted data were not.

VarianceBratio

.00283778
.005425

Bdsurvdrawé
survdraw?

.9817981
.9816374
.9960122

.9868448
.9780227

.9903239
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Further details

@ More complete analysis of the preceding methods is given in chapter
25 of A. Colin Cameron and Pravin K. Trivedi (2022),
Microeconometrics using Stata: Volume 2, Second Edition.

» This includes checks for covariate balance and propensity score overlap.
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